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Lucie-7B LLM Context



                           Leader in Open Source 

Research topics: NLP, Speech Recognition

OpenLLM-Europe

Community for the development of 
sovereign, and truly Open Source LLM 

> 1 100 membersASR & NLP platform

Founded in 2000
160 employees
6 offices worldwide

GAFAM-free100% Open 
Source



 The OpenLLM Community 🌍
Discord (1 100+ members) Hugging Face (100+ members)

https://discord.gg/VFJxQnqrEU

GitHub (40 dev, 100+ followers)

https://discord.gg/VFJxQnqrEU


 Motivation — Cultural Representation

Better representation of French and French-speaking communities

Not just language:
● History
● Politics
● Art 
● Religion
● Social practices
● Cooking …

Llama 3: pretrained on 15T tokens and 5% non-English data



 Motivation — Truly Open Source AI

Open Source AI Definition 

4 Freedoms Open CodeOpen Weights Data

Use
Study
Modify
Share

Model 
weights
and
(hyper-) 
parameters

Source code
used to train the 
system
Source code
used to create 
the dataset

The complete list 
of datasets used 
to train the 
system and the 
actual datasets 
when allowed

A license that allows unrestricted usage

Community impact



 Motivation — Small Language Models

Small, specialised models can achieve comparable or even better 
performance than large, general-purpose models on given tasks

Smaller models are more resource efficient at both training and 
inference times

Small, specialised models can be combined with other AI or 
non-AI models to develop complex applications



OpenLLM-France Project 

Develop multimodal, voice and text LLM models that are 
trusted, controlled and transparent
Focus on the education application domain

Taking account of ethical, legal and environmental aspects

IDRIS

T0: 01/09/24

2 years

10.5 M€



Lucie-7B LLM



🛢 Lucie Training Dataset OpenLLM-France/Lucie-Training-Dataset

https://huggingface.co/datasets/OpenLLM-France/Lucie-Training-Dataset


🛢 Lucie Training Dataset - Data mix for Lucie pretraining 

● Upsampling of English

and higher quality data sets

● Final proportions:

○ French 40% → 33%
○ English 26% → 33%
○ Web data 74% → 63%
○ Code 10% → 15%



🤖 Architecture 
● Causal decoder-only model. Next-token prediction.

● Llama 3 architecture

- Group Query Attention

- Rotary Positional Embedding (RoPE)

- Configuration:

- Vocabulary size: 65 k tokens
- Layers: 32
- Hidden size: 4096
- Context length: 4096 (étendu ensuite à 32k)

● Most of the weights lie in the Feed-Forward Networks 

a. Embedding: 266 M  (x2)  →   0.53 B 
b. Attention block:  42 M (x32)  →   1.34 B
c. FFN block: 151 M (x32)  →   4.83 B 

Total 6.70 B



🔢 Tokenization — Text Pre-Processing Options and Constraints on Tokens 



 Training Pipeline

Three pre-training phases: 

● Main pre-training phase

○ 3.1T tokens

○ Knowledge of the world acquisition

● Context extension phase

○ 5B tokens

○ Extend the context length from 4096 to 32k tokens

● Annealing phase 

○ 5B tokens

○ High-quality dataset with a focus on mathematical content



⛓ Parallel Training 

Lucie-7B  was pre-trained on:

- 512 80GB-VRAM H100
- for about 500k GPU hours

The training code is based on a fork of Megatron-DeepSpeed

3D Parallelism:

- Data Parallelism — 32
- Pipeline Parallelism — 4
- Tensor Parallelism — 4
- Batch size ~  4M tokens  

https://github.com/OpenLLM-France/Megatron-DeepSpeed


📈 Learning Curves & Benchmark Evaluations 

● Lucie state-of-the-art on French

● Right direction for German, Spanish and Italian

● OK in English, but not at the level of Llama-3 (8B) and Mistral-7B for 

Multitask Language Understanding (MMLU, Winogrande, GSM8k)



📈 Instruction Tuning (the start…) 

- Math 

- Beats Llama 2, competitive with Mistral Instruct

- Falls short of Llama 3.1 

- Language-dependence

- Competitive on French benchmarks

- Less so when the benchmarks are in English

GSM8K
(exact, flex-extract, 5S)

ARC-challenge
(French Bench)

Hellaswag
(French Bench)

ARC-challenge Hellaswag

FQUAD v2 Gen
(French Bench)

OrangeSum Abstract
(French Bench)



🏛 Shared & Open Resources https://github.com/OpenLLM-France/Lucie-Training

https://github.com/OpenLLM-France/Lucie-Training


Future work



🔮 Future Work

● Model Alignement

○ Model for Education (OpenLLM project just started – kick-off was 21/01/2025)

○ Propose open test platform to get community feedbacks

○ Start improvement loop with Reinforcement Learning (GRPO …)

● Reasoning

○ Function Calling (for math, physics, …) to calculators and API

○ Retrieval-Augmented Generation

● Multi-modality (Text prompt + Audio [+ Image/Video])

● Scale to more languages & alphabets (Greek, …), handle code switching and multilingual inputs

● Smaller model (1B) – Distillation and/or Training from scratch

● Data mix improvement (quantity, quality, nature)

● New Architectures

○ MAMBA (more linear, more efficient)

○ Hybrid Transformers(Attention) / RNN(LSTM) – TITAN
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