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About Me
Meriem Bendris

• Senior Deep Learning Data Scientist at NVIDIA

• Focus on Conversational AI, Natural Language 

Processing, Large-scale Training

• PhD in Signal and Image Processing – Telecom Paris 

and Orange Labs

https://www.linkedin.com/in/meriem-bendris-74064530/
mailto:mbendris@nvidia.com
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NVIDIA AI Technology Center 
Program
EMEA



AI Research Projects
Enabling AI research through efficient GPU Computing

Funding

ComputeTechnologist

Academic

NVIDIA Research Labs | Research
NVIDIA Graduate Fellowship 

Program

Academic Grant Program for 

Researchers

NVIDIA AI TECHNOLOGY 

CENTER (NVAITC) Program

https://research.nvidia.com/research-labs
https://research.nvidia.com/graduate-fellowships#cid=ix01_so-link_en-us
https://research.nvidia.com/graduate-fellowships#cid=ix01_so-link_en-us
https://www.nvidia.com/en-us/industries/higher-education-research/academic-grant-program/
https://www.nvidia.com/en-us/industries/higher-education-research/academic-grant-program/


NVIDIA AI TECHNOLOGY CENTER (NVAITC)

Catalyse AI transformation through research-centric integrated engagements

Singapore (AP HQ)

Taiwan

SJTU 

Shanghai

Monash Uni

Melbourne

Hong Kong

Chulalongkorn

(Thailand)

IIT

Hyderabad

Finland

Italy

GIST

(Korea)

Centers

Joint Lab

Brazil

Florida

Iberia

UK

France



NVAITC EMEA
Operating since 2020
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NVAITC Scientific Workshops
Last Accepted at European Conference on Computer Vision (ECCV) 2024 Milano

• International Workshop on Computational Aspects of Deep 
Learning (CADL)

• previously at ICPR’20, ECCV’22

• 3rd Workshop at BMVC 23

• 4th Workshop at ECCV 2024

• 5th Workshop at ISC 2025

• International Workshop on Uncertainty Quantification for 
Computer Vision (UNCV)

• 1st Workshop at ECCV 2022

• 2nd Workshop at ICCV 2023

• 3rd Workshop at ECCV 2024

• 4th Workshop at CVPR 2025

https://ailb-web.ing.unimore.it/cadl2023/
https://ailb-web.ing.unimore.it/cadl2023/
https://sites.google.com/nvidia.com/cadl2024
https://sites.google.com/view/cadl2025
https://uncertainty-cv.github.io/2024/
https://uncv2022.github.io/
https://uncertainty-cv.github.io/2023/
https://uncertainty-cv.github.io/2024/
https://uncertainty-cv.github.io/2025/


NVAITC
Playbooks | Webinars

• Multi-scale RAG pipeline

• Synthetic Data Generation

• Scalable Data Curation and Model Finetuning using NeMo

• Collaborative data aggregation and 3D visualization of digital twins

• Online Training of deep learning for HPC Apps

• NSIGHT Systems profiling on GH

• Hyper-parameter Optimization for NeMo 

• Fortran to Python Code Modernization

• Accelerated Video Processing and Model Training

NVIDIA AI Technology Center

https://github.com/NVIDIA-AI-Technology-Center
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Learn more: developer.nvidia.com/join

Developer 
Program
Resources to 
accelerate building

Learn

Connect

Build

Training

Hands-on self-paced courses and 

instructor-led workshops

News

Industry and technical

Certification

Industry-recognized credentials

Best Practices

Setup, optimization, 

reference architecture

Learning

Tutorials, guides, blogs, research, 

docs, code samples, reference apps

Ecosystem

GTC, NVIDIA Partner Network, 

Accelerated App Catalog 

GTC

Networking sessions, 

Connect With Experts sessions 

Community

Technical forums, Discord, 

user groups, Slack

Events

Meetups, hackathons, bootcamps

Cloud APIs

Evaluation access to NIM 

microservices and

optimized APIs 

Software

100s of APIs, models, SDKs, 

microservices, early access 

to NVIDIA tech

Sample Apps

GPU accelerated software: 

notebooks, sample apps, 

frameworks

https://developer.nvidia.com/developer-program/
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Parallel Updates for Markovian Gaussian Processes

Salamandra Technical Report

https://arxiv.org/pdf/2502.08489
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NVAITC EMEA
NVAITC

Project Submission Template

• Contact: nvaitc-project-emea@nvidia.com 

Frederic Pariente

mailto:nvaitc-project-emea@nvidia.com
mailto:fpariente@nvidia.com
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Generative AI For Language Processing

Before Generative AI With Generative AI

Sentiment 

Analysis

Translation

Document 

Classification

Summarization

…

…

How has NVIDIA contributed to 

acceleration of AI?

NVIDIA has been a pioneer in the field of 

AI since the very beginning. Our GPU 

platform has enabled the rapid 

development of AI – from the training of 

neural networks, to inference in the 

data center, on-device AI in the car and 

in the cloud, and the deployment of AI 

to tackle challenging problems like 

conversational AI and translation.

NVIDIA's GPU-accelerated computing 

platform is the engine of AI – it is the 

most important computing platform of 

our time.

**Generated using NVIDIA NeMo service

LLM



Generative AI For Computer Vision

Generative AI

Zero-shot Learning, Generalizable
Faster Development Cycle
Natural Language Prompts

Legacy CNNs

Specialized, Rigid / Rule-based
Requires tons of labeled data

Slow Development Cycle



Visual Language Models
Open Vocabulary Object Detection | Optical Character Detection and Recognition

nv-grounding-dino

microsoft-kosmos-2

Prompt: person, robotic arm

Prompt: Where is the coach?

Ocdrnet

microsoft-florence-2

https://build.nvidia.com/nvidia/nv-grounding-dino
https://build.nvidia.com/microsoft/microsoft-kosmos-2
https://build.nvidia.com/nvidia/ocdrnet
https://build.nvidia.com/microsoft/microsoft-florence-2


NVIDIA Nemo



Building Generative AI Applications for the Enterprise
Build, customize, and deploy generative AI models with NVIDIA NeMo.

DeploymentTraining and CustomizationData Prep

NeMo Curator NeMo Customizer

…

NVIDIA NIMNeMo Evaluator NeMo Retriever NeMo Guardrails

API Gateway



NeMo Curator
Enabling Large-scale high-quality datasets for Pre-training

• GPU-accelerated data curation at scale

• Best practices for data preparation

NeMo Curator steps:

1. Data download and text extraction

• Download from Common Crawl, Wikidumps, and ArXiv

• Flexibility for users to customize and extend to other datasets

2. Text re-formatting and cleaning - Bad Unicode, newline, repetition

3. GPU-accelerated Document Level Deduplication

• Fuzzy deduplication

• Exact deduplication

• Semantic deduplication

4. Document-level Filtering

• Classifier filtering

• Quality filtering

• Heuristic-based filtering

5. Data Classification: PII removal/redaction filter, domain classifier, 

toxicity classifier, task classifier, complexity classifier

6. Downstream-task decontamination

Internet scale 

datasets

Text re-formatting 
+ cleaning

Document-level 
deduplication

Document-level 

quality filtering

Data blending

Training

Data download + 
extract text

Multilingual task 

decontamination

Data Classification

Curation for Pre-Training

https://commoncrawl.org/
https://dumps.wikimedia.org/
https://info.arxiv.org/help/bulk_data_s3.html


Deduplication & Classification

• Lexical Deduplication – Identical 

(Exact) or near identical (Fuzzy)

• Semantic Deduplication –  focuses 

on the meaning rather than the 

exact text

• Classifier Models - State-of-the-art 

open models to either enrich or filter 

your data.

GPU Acceleration with RAPIDS

• cuDF -  for deduplication & classifer 

models

• cuML - for K-means clustering in 

semantic deduplication

• cuGraph – for fuzzy deduplication

Synthetic Data Generation

• Pre-built pipelines - for tasks like 

prompt generation, dialogue 

generation, and entity classification 

• Modular - Easily integrate NeMo 

Curator's features into your existing 

pipelines 

• OpenAI API compatible - Integrate 

custom Instruct and Reward models 

NeMo Curator
Increased Accuracy With a Variety of GPU-accelerated Features 



Tensor & Pipeline Parallelism Sequence Parallelism
Selective Activation 

Recomputation

Reduced memory footprint and allows 
for large-scale training of LLMs across 

accelerated infrastructure

Working with tensor processing to 

increase the batch size that can be 

support for training

Smart activation checkpointing provides 
greatest trade-off between memory and 

recomputation

Building Generative AI Foundation Models
Efficiently and quickly training models using NVIDIA NeMo

GPU 0

Time

Feature

Traditionally, LLMs (>175GB) 

every activation is 

recomputed

GPU 1

GPU 2

. . 

. 

. . 

. . . 

. 

. . 

. 

Saved

Recomputed

Batch

https://github.com/NVIDIA/NeMo

https://github.com/NVIDIA/NeMo


Suite of Model Customization Tools in NeMo
Ways To Customize Large Language Models For Your Use-Cases

PROMPT ENGINEERING PROMPT LEARNING PARAMETER EFFICIENT FINE-TUNING FINE TUNING

Data, compute 

& investment

Accuracy for specific use-cases

Challenges

Benefits

• Good results leveraging pre-

trained LLMs

• Lowest investment

• Least expertise

• Better results leveraging 

pre-trained LLMs

• Lower investment

• Will not forget old skills

• Best results leveraging pre-

trained LLMs

• Will not forget old skills

• Best results leveraging pre-

trained LLMs

• Change all model 

parameters

• Cannot add as many skills or 

domain specific data to pre-

trained LLM

• Less comprehensive ability 

to change all model 

parameters 

• Medium investment

• Takes longer to train

• More expertise needed

• May forget old skills

• Large investment

• Most expertise needed

Techniques

• Few-shot learning

• Chain-of-thought reasoning

• System prompting

• Prompt tuning

• P-tuning

• Adapters

• LoRA

• IA3

• SFT

• RLHF

https://github.com/NVIDIA/NeMo-Aligner

https://github.com/NVIDIA/NeMo-Aligner


NeMo Curator NeMo Customizer NeMo Evaluator

Multi-stage curation of high- quality datasets 
for pre-training and fine-tuning workflows

Latest state of the art customization and 

alignment techniques with easy to use 

interface, to accommodate users’ specific 

requirements on data/compute availability

Academic Benchmarks 

Custom Benchmarks 

LLM-as-a-Judge 

Platform for human evaluation and scoring

AI Model Evaluation with NeMo Evaluator

Evaluation Results
NeMo Data Store

Adapters & P-Tokens

.nemo checkpointsQuality filtering

Prompts & Responses

Custom NIM



NVIDIA NeMo Guardrails
Scalable rail orchestration for safeguarding enterprise generative AI

• Efficiently orchestrate multiple 
rails across applications with a 
modular framework

• Use smart defaults or customize 
and extend rails leveraging a 
robust 3rd party ecosystem

• Continuously improve rail and 
application effectiveness with 
built-in auditing and analytics

• Leverage open-source and 
portable, enterprise grade 
microservices ecosystem



NVIDIA NIM



NVIDIA CUDA

Cloud Native Stack
GPU Operator, Network 

Operator

Triton Inference Server
cuDF, CV-CUDA, DALI, NCCL, 

Post Processing Decoder

Enterprise Management
Health Check, Identity, Metrics, 

Monitoring, Secrets Management

Kubernetes

Industry Standard APIs
Text, Speech, Image, 

Video, 3D, Biology

Customization Cache
P-Tuning, LORA, Model Weights

Optimized Model
Single GPU, Multi-GPU, Multi-Node

TensorRT and TensorRT-LLM
cuBLAS , cuDNN, In-Flight Batching, 

Memory Optimization, FP8 Quantization

100’s of Millions of CUDA GPUs Installed Base

NVIDIA NIM



NVIDIA NIM For Every Domain

Text Regional-

Optimized 

Text

Visual RAG Speech Digital 

Human

Healthcare Computer 

Vision

Simulation

Llama 3.1 SeaLLM-7B SDXL NeMo Retriever 

QA Embedding

Parakeet Audio2Face ESMFold Earth-2

Mistral Large SEA-LION Code Name 

Maaza

SeamlessM4T 

family

DiffDock ChangeNet for Land 

Use Detection

Prithvi-100M

Phi-3 Stable Diffusion 

3

NeMo Retriever 

Reranking

RIVA ASR Audio2Gesture Maxine Eye 

contact



Performance Optimized

Experience and Run Enterprise Generative AI Models Anywhere
Seamlessly integrate AI in business applications with NVIDIA AI APIs

Experience Models Prototype with APIs Deploy with NIMs

Enterprise-Support

Security Data Privacy

Drug Discovery Visual Content

Text Summarization Speech Generation

NVIDIA NIM



Blueprints
Reference Pipelines



NVIDIA Blueprints for Building AI Agents
An Easy Starting Point for Building Fast, Smart, Enterprise-Grade AI Agents

Specialized AI 
Agents

Research Assistant

Agent

Customer Service

Agent
Software Security

Agent

Virtual Lab

Agent

Video Analytics

Agent

NVIDIA AI
Blueprints

Generative Virtual 

Screening for Drug 

Discovery

Video Search and 

Summarization
AI Assistant for 

Customer Service

Vulnerability 

Analysis for 

Container Security
PDF to Podcast



Multimodal PDF Data Extraction for Enterprise RAG
Unlocks  knowledge from trillions of PDFs

NeMo Retriever

Embedding

NeMo Retriever 

Reranking

LLM

NeMo Retriever

Embedding

Vector 

Database

Front End

Chart Extraction

OCR
PaddleOCR

Chart Element Detector
CACHED

VLM
DePlot

PDF Parser Post-Process 

Filtering

Documents Chunking/Ingestion

Logic

Object Detection
YOLOX

Table Extraction
PaddleOCR

Query

Respo

nse

Retrieval Pipeline

Ingestion Pipeline

Charts as 

Images

Pages as 

Images

Text Content and Metadata

Tables as

Images
Text

Text

Feedback Data

User Feedback

On Response

User



Our Body of Work

NVIDIA is the world leader in accelerated 

computing. We are fundamentally changing 

how computing works and what computers

can do. The next industrial revolution has begun.
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